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Abstract 

Gemini, ChatGPT Plus, and Claude 3.5 Sonnet are artificial intelligence (AI) chatbots with potential 

in education. Their capabilities, such as acting as virtual teaching assistants, offering personalized 

responses to learners’ queries, and summarizing content, make them versatile tools with the 

potential to assist learners. The chemistry section of physical sciences in South Africa is often 

considered challenging, and learners could benefit from virtual teaching assistants to supplement 

traditional instruction. However, little is known about AI chatbots’ abilities in solving high school 

chemistry problems. This descriptive case study examined the capabilities of Gemini, Claude 3.5 

Sonnet, and ChatGPT Plus in accurately answering questions from the final grade 12 physical 

sciences chemistry exam in South Africa. The conceptual framework that guided the study was 

Bloom’s taxonomy of educational objectives. The responses were rigorously evaluated using the 

same criteria and rubrics applied to the candidates that year, ensuring a fair and robust 

comparison. The findings were that ChatGPT Plus performed at 47%, Gemini at 51% and Claude 

3.5 Sonnet at 65%. All chatbots performed above the average performance of the candidates who 

sat for the paper that year, which was 46%. This has significant implications for policymakers, 

teachers, and learners regarding integrating large language models in teaching physical sciences 

and exam preparation. 

Keywords: large language models, physical sciences, chemistry, performance, grade 12 physical 

sciences chemistry exam 

 

INTRODUCTION 

The chat generative pre-trained transformer 
(ChatGPT), developed by OpenAI, Claude 3.5 Sonnet, 
created by Anthropic and Gemini, developed by Google, 
are artificial intelligence (AI), large language models 
(LLMs) trained on vast data. They can interact with users 
by answering questions, engaging in conversations, and 
offering text explanations. Their capabilities have led to 
widespread application in various fields, including 
education. In the context of high school education, they 
can explain complex chemistry concepts, provide 
additional practice problems, offer personalized 
feedback and can be used in automatic scoring of 
learners’ work (Chiu et al., 2023; Grassini, 2023; Lee et 
al., 2024). The possibility that AI chatbots like ChatGPT 
and Gemini could greatly improve comprehension and 
achievement in difficult areas such as chemistry is not 

merely speculative but can enhance conventional 
classroom teaching. Learners can use them as personal 
teaching assistants, improving their academic 
performance and fostering a deeper understanding of 
the subject matter. This hopeful perspective on the future 
role of AI in education goes beyond using them as mere 
memorization aids, suggesting a transformative shift in 
our teaching and learning methods. 

ChatGPT has evolved from GPT 1 to GPT 3.5 from 
2019 to 2022 (Bahrini et al., 2023). The current version is 
GPT 4, and ChatGPT Plus is a paid version based on GPT 
4. This AI chatbot was refined in this evolution and 
enhanced its capabilities (Tong et al., 2023). Similarly, 
Claude was developed by Anthropic via several 
iterations, and currently, Claude 3 is the most recent 
model upon which Claude 3.5 Sonnet is based. On the 
other hand, Google AI developed its natural language 
processing model, which debuted in March 2023 as Bard 
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and was upgraded to Gemini in February 2024 (Carlà et 
al., 2024). These three LLMs have similar capabilities. 
Hence, they have the potential to assist learners in 
ameliorating the challenges they encounter in 
conceptual understanding of chemistry. Determining 
their capabilities and limitations can assist teachers in 
integrating them into chemistry education. 

In South Africa, chemistry and physics are offered as 
a part of the physical sciences. Learners who decide to 
study physical sciences take the grade 12 final 
examinations, which comprise two papers–physics and 
chemistry. The chemistry paper tends to be difficult for 
both learners and teachers. Although the candidates 
who sat for the chemistry paper in 2023 performed 
poorly in all questions (see Figure 1), examiners singled 
out questions on acids and bases, galvanic cells and 
electrolytes (Department of Basic Education [DBE], 
2023a). The overall performance of candidates for the 
chemistry paper was 46% (Figure 1). 

Anecdotal evidence suggests that learners depend on 
ChatGPT as a virtual teaching assistant in learning 
chemistry, although its capabilities have not been 
confirmed. There is a lack of empirical research assessing 
the accuracy of answers provided by AI chatbots at the 
high school level. A literature search found no studies 
that have assessed these chatbots within the South 
African context. This is the gap that this study attempted 
to fill. It is, therefore, important to examine the accuracy 
of the responses of the chatbots to chemistry questions. 
The study aimed to determine the types of questions that 
Gemini, Claude and ChatGPT can answer accurately in 
grade 12 chemistry, study the types of questions the 
chatbots struggle to answer and compare the 

performance of the three chatbots with the performance 
of the candidates that year. 

LITERATURE REVIEW 

As LLMs, such as ChatGPT, become widely available, 
it is necessary to determine their capabilities in 
education to find out if they can be meaningfully 
integrated into teaching and learning. These chatbots 
have the potential to be used as teaching assistants, 
educators or trainers, and in a classroom situation, they 
can assist the teacher by freeing time that can be used for 
other tasks (Pérez et al., 2020). Examining the capabilities 
of the chatbots in responding to chemistry questions is 
necessary to determine their accuracy in chemistry 
education and evaluation (Fergus et al., 2023).  

Extant literature reveals that learners are using 
ChatGPT to obtain feedback on their queries in various 
learning areas, seek clarifications on difficult concepts 
and assist them in homework and assignments 
(Albadarin et al., 2024). Doğru (2023) goes further to 
suggest that learners should leverage the capabilities of 
chatbots in preparing for examinations. This may be 
reasonable given that research has confirmed the role of 
ChatGPT as useful in providing content, evaluating 
learners’ work, and assisting teachers in various 
situations, while teachers consider it important for 
making choices regarding pedagogical approaches and 
making learning more engaging and active (Jeon & Lee, 
2023; Jere et al., 2024). Due to the multifaceted roles that 
ChatGPT can play in education, there is a need for more 
research to understand the potential benefits and 
limitations of ChatGPT and other chatbots in education 
in general and specifically in learning chemistry. 

In chemistry, leveraging AI chatbots can enhance 
learners’ abilities to solve problems by offering 
explanations, detailed step-by-step solutions, and 
engaging supplementary questions about problems, 
which assist learners in understanding the rationale of 
solutions, enhancing their critical and innovative 
thinking abilities (Kasneci et al., 2023). Educators can 
leverage LLMs to craft individualized learning paths for 
their pupils. These chatbots can assess learners’ writings 
and answers, deliver customized responses and 
recommend resources that match the learners’ unique 
educational requirements, which assist in freeing up 
teachers’ time and energy to concentrate on other 
teaching activities like developing captivating and 
interactive activities (Kasneci et al., 2023). 

Contribution to the literature 

• AI LLMs are becoming widely available, and learners are utilizing these in their studies despite little being 
known about their abilities to offer accurate answers to high school chemistry questions. 

• The study provided empirical evidence for the accuracy of three LLMs when generating answers to a high 
school chemistry examination question paper. 

• The study has implications for the integration of LLMs in chemistry education. 

 
Figure 1. Average performance of candidates per question 
in chemistry in November 2023 (DBE, 2023) 
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Some studies have focused on assessing ChatGPT’s 
performance in answering chemistry questions at 
various levels of education. For example, Fergus et al. 
(2023) investigated the abilities of ChatGPT to answer 
questions in year-end exams in first and second-year 
pharmacy courses at the university level. Their study 
revealed that ChatGPT could competently answer 
questions at the recall and comprehension levels on 
Bloom’s taxonomy of educational objectives. At the same 
time, it struggled to answer questions at the application 
and analysis level. ChatGPT could not answer questions 
where chemical structures were presented as figures. 
They also found that ChatGPT could not answer 
questions requiring drawing chemical structures or 
plotting graphs. 

Daher et al. (2023) studied the capabilities of 
ChatGPT in answering chemistry questions in a college 
course on material science. Like Fergus et al. (2023), they 
found that ChatGPT could satisfactorily answer lower-
order questions at the remembering level in Bloom’s 
taxonomy. Beyond remembering, ChatGPT faced 
significant challenges in questions involving 
representation and requiring depth. Leite (2024) 
investigated the performance of Copilot, Gemini and 
ChatGPT in defining some chemistry concepts. The 
study revealed that these chatbots could generate 
comprehensive responses to the chemistry questions 
asked, implying that these chatbots have great potential 
in elucidating chemistry concepts. In light of the above 
studies, this research was carried out to evaluate the 
performance of Google Gemini, Claude 3.5 Sonnet and 
ChatGPT Plus in answering the grade 12 final 
examination question paper and compare the responses 
of the three chatbots. 

While Gemini, Claude and ChatGPT are LLMs, 
differences in their performance in the chemistry exams 
would likely be observed. This is due to the differences 
in their architectures and the data upon which they were 
trained. On the one hand, ChatGPT is based on the pre-
trained transformer architecture, while on the other, 
Gemini utilizes Google’s language model dialogue-
neutral architecture (Makrygiannakis et al., 2024). The 
differences in architectures and type and quantity of 
training data have been cited as possible causes of 
differences in the responses of these chatbots to the same 
queries (Makrygiannakis et al., 2024). Hence, it can be 
expected that the three chatbots may have different 
capabilities in answering chemistry problems. 

This study aimed to determine the accuracy of 
Gemini, Claude 3.5 Sonnet and ChatGPT Plus in 
responding to high school chemistry questions. To 
achieve this aim, the following research questions were 
raised: How accurate was Gemini, Claude 3.5 Sonnet 
and ChatGPT Plus in responding to high school 
chemistry questions? Which types of questions were the 
chatbots more competent to answer, and which were 
more challenging? In seeking to answer these questions, 

the researcher was guided by Bloom’s taxonomy of 
educational objectives as the conceptual framework. 

Conceptual Framework: Bloom’s Taxonomy 

The study was guided by Bloom’s taxonomy of 
educational objectives (Bloom et al., 1956). The cognitive 
domain in Bloom’s taxonomy is represented by lower or 
higher-order thinking. Anderson and Krathwohl (2001) 
revised and updated the original Bloom’s taxonomy in 
light of the criticisms raised against it. In the revised 
version, lower-order thinking consists of those objectives 
at the remembering, understanding and applying levels, 
while higher-order thinking involves analyzing, 
evaluating and creating (Hutton-Prager, 2018).  

Examinations, such as the chemistry exam paper in 
this study, are assessment tools used to measure the 
extent to which teaching/learning objectives were 
achieved. Therefore, the examination questions align 
with learning objectives (Bonaci et al., 2013). The 
questions in these examinations fall under the cognitive 
domain in Bloom’s taxonomy. The revised version of 
Bloom’s taxonomy has two dimensions–knowledge 
levels and cognitive processes (Anderson & Krathwohl, 
2001). The knowledge dimension has four levels. These 
levels, from basic to complex, are factual, conceptual, 
procedural, and metacognitive. The cognitive domain 
comprises 19 cognitive processes under the six cognitive 
levels (Anderson & Krathwohl, 2001).  

It would, therefore, be expected that the questions 
can be placed in the four knowledge levels and classified 
into the 19 cognitive processes. The questions in the 
remembering cognitive level measure the cognitive 
processes that require identifying and retrieving 
knowledge. Questions requiring understanding involve 
mental processes such as inferring, comparing, and 
explaining, to mention a few. Applying involves mental 
processes requiring learners to execute or implement a 
procedure. Analyzing involves cognitive processes such 
as differentiating and organising while evaluating requires 
checking and critiquing, and finally, creating involves 
thinking processes like generating, planning and producing 
(Anderson & Krathwohl, 2001). The examination 
questions in this study were classified into the revised 
Bloom’s taxonomy, and the findings were discussed 
using this conceptual framework. 

MATERIALS AND METHODS 

Research Design 

The study used an interpretive research approach, 
utilizing inductive methods, beginning with data and 
attempting to generate theory from the studied 
phenomena (Bhattacherjee, 2012). Bhattacherjee (2012) 
states that interpretive research primarily relies on 
qualitative data, although it does incorporate 
quantitative data to a lesser degree when needed. This 
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was a case study in which descriptive statistics were 
used to assess the performances of ChatGPT Plus, 
Claude 3.5 Sonnet and Google Gemini in the chemistry 
examination. Qualitative data analysis was used to 
interpret the responses of these AI technologies to 
support or refute the results in the descriptive statistics. 
In the qualitative phase, purposive sampling was used 
to select the analyzed questions (Appendix A). In 
selecting these questions, consideration was given to 
those that reflect the chatbots’ below-average, average, 
and above-average performance. 

Context of the Study 

In South Africa, chemistry is offered as part of 
physical sciences. It is studied from grade 10 to grade 12 
under three themes: matter and materials, chemical 
change and chemical systems. Grade 12 mainly focuses 
on introducing chemistry concepts under various topics, 
such as organic molecules, rate and extent of reaction, 
chemical equilibrium and electrochemistry. In the final 
grade 12 exam, used to admit candidates to various 
tertiary courses, chemistry is offered as a separate paper 
from physics in the physical sciences. Candidates sit for 
3 hours for this paper, worth 150 marks. The paper 
consists of ten multiple-choice items worth 20 marks; the 
rest are structured questions. 

Procedure 

The researcher subscribed to ChatGPT Plus to be able 
to carry out the investigation and created accounts with 
Claude 3.5 Sonnet and Google Gemini. A November 
2023 final exam chemistry paper and marking guidelines 
were downloaded from the DBE (2023b) website. The 
researcher uploaded the entire question paper into the 
ChatGPT Plus, Claude 3.5 Sonnet and Gemini 
applications. Prompt engineering was used to instruct 
the LLMs in answering the question paper.  

According to Giray (2023), effective prompting of 
LLMs involves providing the LLM with instructions, 
context, input data, and output indicators. The 
instruction was for the LLMs to answer all questions, 
expressing the answers in plain language. The context 
provided to the LLMs was that they had to answer the 
questions as a candidate in the examination, the input 
data were all the questions in the paper, and the output 
indicators involved the LLMs providing step-by-step 
solutions in their answers. 

The responses generated by the chatbots were 
printed, and three copies were made for each chatbot. 
The question paper, ChatGPT’s responses, and the DBE 
(2023a) marking guides were sent to two faculty 
members who specialized in chemistry. They were 
requested to use the marking guides to assess the 
responses from ChatGPT. They completed this task in 
three days, and the researcher received the results. The 

researcher used their results to determine the inter-rater 
reliability (IRR). 

The responses generated by the chatbots were 
discussed under the different cognitive levels in Bloom’s 
taxonomy of educational objectives to determine the 
types of questions that ChatGPT could answer and those 
it struggled with. The accuracy of the three chatbots was 
determined by calculating the percentage of responses 
deemed to be correct. 

Research Instrument 

The research instrument was the November 2023 
chemistry paper from the DBE (2023b) in South Africa. It 
consisted of nine questions. Question 1 had ten multiple-
choice questions from various topics. The remaining 
questions were structured in most cases, requiring short 
answers. Questions two to four were from the organic 
chemistry section of the physical sciences curriculum 
document. Question five was based on the rate and 
extent of reaction, question six on chemical equilibrium, 
question seven on acid-base chemistry and questions 
eight and nine on electrochemical reactions. As the 
examination board standardized this instrument during 
the development phase, there was no need to validate 
the instrument. The instrument’s validity and reliability 
were assumed to be acceptable. 

Inter-rater reliability of the classification of questions 
into the levels in Bloom’s taxonomy 

While the question paper had nine questions, these 
questions had sixty-eight sub-questions. The researcher 
enlisted the services of two high school physical sciences 
teachers to classify these sixty-eight sub-questions into 
the six levels of Bloom’s taxonomy of educational 
objectives (Krathwohl, 2002). The researcher discussed 
Bloom’s taxonomy with each rater separately to ensure a 
common understanding of the rating process. The 
questions were rated using a six-point Likert scale where 
remembering was represented by one, understanding, 
two, applying, three, analyzing, four, evaluating, five 
and creating six. The researcher then requested each 
rater to complete the rating process. It took each rater 
one day to complete the rating process. The statistical 
package for social sciences (SPSS) version 29 was then 
used to assess the IRR of the ratings from the two raters. 
The IRR was 0.920, p < .05, as displayed in Table 1. This 
implies that there was substantial agreement between 
the two raters. 

The researcher and the two raters met to discuss the 
areas where there were differences, and guided by the 

Table 1. IRR of classification of questions into Bloom’s 
taxonomy 

 Statistics 

N 68 
Kappa value 0.920 
p < .001 
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initial guidelines for classification, the differences were 
resolved. The final classifications of the questions into 
the cognitive levels of Bloom’s taxonomy are displayed 
in the results section. 

Inter-rater reliability of the assessment of the 
responses from the chatbots 

To determine the IRR, the SPSS version 29 was used 
to evaluate Cohen’s kappa. All sub-questions, excluding 
multiple choice items in the chemistry paper (N = 58) 
were used to determine IRR. In calculating kappa, the 
marks assigned by the raters for each chatbot for each 
sub-question were compared to determine the level of 
agreement between the two raters. For Google Gemini, 
kappa was found to be 0.880, p < .05; for ChatGPT Plus, 
kappa was 0.877, p < .05; and for Claude 3.5 Sonnet, 
kappa was 0.882, p < .05. The results are presented in 
Table 2. These results indicate strong IRR (Landis & 
Koch, 1977). 

The researcher and the two assessors met to discuss 
the results. The marking guideline was used to resolve 
the differences in their ratings. The final results are 
shown in Table 3. 

RESULTS 

Table 3 shows the classifications of the questions in 
the paper according to Bloom’s taxonomy of educational 
objectives (Krathwohl, 2002). The classification in Table 

3 is primarily based on the cognitive processes in the 
revised Bloom’s taxonomy (Krathwohl, 2002). The 
categories of the knowledge dimension which intersect 
with these cognitive processes include factual 

knowledge, conceptual knowledge and procedural 
knowledge (Wilson, 2016). In this study, the factual 
knowledge dimension was associated with the cognitive 
processes of remembering and understanding. The 
conceptual knowledge dimension was linked to applying 
and analyzing, while the procedural knowledge 
dimension was regarded as intersecting with analyzing 
and creating. Table 3 also gives the percentage of marks 
each of the three chatbots obtained for the different 
cognitive levels in Bloom’s taxonomy. 

The results in Table 3 indicate that Claude 3.5 Sonnet 
was more accurate at answering the chemistry questions, 
obtaining an overall mark of 65%. On the other hand, 
Gemini (51%) and ChatGPT Plus (47%) appeared to have 
similar accuracy overall. The performance of the three 
chatbots was above the average performance of the 
candidates who sat for this paper, which was 46% (DBE, 
2023a). The responses generated by all the chatbots were 
outstanding at the remembering level in Bloom’s 
taxonomy. All the responses generated at that level were 
satisfactory. This could be because the questions at the 
remembering level required chatbots to retrieve this 
information from the large data store upon which they 
were trained. Chatbots faced significant challenges 
regarding questions at all higher levels beyond 
remembering. The chatbot could only generate half of 
the responses at the understanding and analysis levels. 
ChatGPT Plus and Gemini could not get more than half 
of the questions correct in the application, evaluation 
and creation levels. 

Remembering 

The questions from the topic of organic molecules at 
the remembering level required learners to be able to 
define organic compounds (2.1), boiling point (3.1), 
cracking (4.1.1), and positional isomers (4.2.1). The 
questions are shown in Figure 2. 

For the definition of an organic compound, the 
responses generated by the chatbots were: 

Table 2. IRR values for marks obtained by two assessors for 
Gemini, ChatGPT Plus, and Claude 3.5 Sonnet in structured 
questions 

 Gemini ChatGPT Plus Claude 3.5 Sonnet 

N 58 58 58 
Kappa value 0.880 0.877 0.882 
p < .001 < .001 < .001 

 

Table 3. Marks obtained by chatbots per cognitive level in Bloom’s taxonomy 

Domain-specific 
cognitive level 

Questions 
Total 
marks 

Gemini 
marks 

ChatGPT 
Plus marks 

Claude 
AI marks 

Level 1: 
Remembering 

1.1, 1.2. 1.3, 2.1, 3.1, 4.1.1, 4.2.1, 5.1, 6.1, 6.2, 7.1, 8.1.2, 8.3.1, 
8.3.2, 8.3.3, & 9.1 

28 27 (96%) 28 (100%) 27 (96%) 

Level 2: 
Understanding 

1.5, 1.9, 2.3.1, 2.3.2, 2.3.3, 2.3.4, 3.4.1, 4.2.2, 4.2.5, 4.2.7, 5.2, 
8.1.1, & 9.3 

19 14 (74%) 9 (35%) 14 (74%) 

Level 3: Applying 1.4, 1.8, 1.10, 2.2.1, 2.2.2, 2.3.5, 3.5.1, 3.5.2, 4.1.2, 4.1.3, 4.2.3, 
4.2.4, 4.2.6, 5.3, 5.4, 5.5, 5.6, 6.3.2, 6.4, 7.2.1, 7.2.2, 9.2, & 9.4 

63 25 (40%) 22 (35%) 32 (51%) 

Level 4: Analyzing 1.6, 1.7, 2.4.1, 2.4.2, 3.2, 3.3, 3.4.2, 3.6, 6.3.1, 6.6, 7.3, 8.2, 8.4, 
& 9.5 

34 11 (32%) 12 (35%) 19 (56%) 

Level 5: Evaluating 6.5.2 3 0 (0%) 0 (0%) 3 (100%) 
Level 6: Creating 6.5.1 3 0 (0%) 0 (0%) 2 (67%) 

Total 150 77 (51%) 71 (47%) 97 (65%) 

Note. IRR Cohen’s kappa for assessment of responses: Gemini - 0.880, p < .05; ChatGPT Plus - 0.877, p < .05; & Claude 3.5 
Sonnet - 0.882, p < .05. 
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An organic compound is any chemical compound 
that contains carbon atoms bonded to hydrogen 
atoms in chains or rings and may also contain 
other elements such as oxygen, nitrogen, sulfur, 
etc. (ChatGPT Plus). 

Organic compounds are chemical compounds 
that primarily contain carbon atoms bonded 
together with other elements, most commonly 
hydrogen, oxygen, nitrogen, and sulfur. They 
form the basis of life and are found in various 
natural and synthetic substances (Gemini). 

An organic compound is a molecule that contains 
carbon, typically bonded to hydrogen, and often 
including other elements such as oxygen, 
nitrogen, sulfur, etc. (Claudi 3.5 Sonnet). 

The marking guide required candidates to define an 
organic compound as a molecule/compound containing 
carbon atoms. Therefore, the chatbot’s responses were 
more elaborate than the marking guide. The same trend 
of providing elaborate definitions was observed for all 
questions at the remembering level. For example, for 
question 4.2.1, they generated the following responses 
for the definition of positional isomer: 

Positional isomers are compounds with the same 
molecular formula but different positions of 
functional groups or substituents on the parent 
chain (ChatGPT Plus). 

Positional isomers are compounds with the same 
molecular formula but different positions of a 
functional group (Gemini). 

Positional isomers are compounds with the same 
molecular formula but different arrangements of 
atoms along the carbon chain or different 
positions of functional groups (Claude 3.5 
Sonnet). 

These responses were the same as the marking 
guideline expected candidates to answer the question. 
The chatbots were adept at generating accurate 
responses to the questions at the remembering level in 
Bloom’s taxonomy, as reflected in Table 3. The accuracy 
of Gemini and Claude is reflected by obtaining 96% (27 
out of the 28 marks) correct for the total marks at the 
remembering level, while ChatGPT Plus obtained 100% 
(Table 3). The implication is that chatbots are useful 
tools for learners to revise questions that require 
recalling factual information. This finding is supported 
by the descriptive statistics, which showed that the 
chatbots generated accurate responses to questions that 
required remembering. 

Understanding 

The questions that assessed understanding in 
question 2 and question 3 were 2.3.1, 2.3.2, 2.3.3, 2.3.4, 
question 3.4.1 (Figure 3).  

The chatbots struggled to generate accurate 
responses to questions requiring understanding. These 
difficulties were noted to be prevalent in questions in 

 
Figure 2. Organic chemistry questions at the remembering 
level (DBE, 2023) 

 
Figure 3. Organic chemistry questions in question 2 and question 3 requiring understanding (DBE, 2023) 
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organic chemistry. ChatGPT Plus failed to generate 
accurate responses to all the sub-questions under 
question 2 and question 3. 

The trend of inaccurate responses to organic 
questions was also observed in answers from Claude 
and Gemini. Both chatbots could not write down 
completely accurate structural formulae for organic 
molecules as was required in question 2.3.1 and could 
not understand structural formulae to derive the general 
formula as in 2.3.3. They could not draw the structural 
formula of a functional group of a given organic 
molecule as in 2.3.4. The study could not verify whether 
the failure to provide accurate responses could have 
been caused by the chatbots not understanding the 
structures presented in a table. Confirming whether the 
chatbots could have accurately answered the questions 
if only words were used was beyond the present study. 

Further questions that needed understanding 
included questions 4.1.3, 4.2.2, and 4.2.7 (Figure 4). 
ChatGPT and Claude could generate accurate responses 
to question 4.1.3 on writing balanced equations for the 
complete combustion of C4H14, which may be attributed 
to the data upon which they were trained, while Gemine 
could not. In summary, the chatbots’ failure to generate 

accurate responses to questions on organic chemistry 
suggests that they have limited capabilities in this part of 
chemistry. 

In question 5, on the rate and extent of reaction, 
candidates were provided with a balanced chemical 
reaction of sodium thiosulphate and hydrochloric acid 
and a description of how the reaction was carried out. In 
5.2 (Figure 5), candidates were asked to write down the 
independent variable for the investigation. All chatbots 
provided an accurate response by identifying the 
concentration of sodium thiosulphate as the 
independent variable. While it may appear like the 
chatbots could understand the information provided in 
a table, it is possible that the questions provided 
sufficient information for the chatbots to work with to 
produce accurate responses. Further research is needed 
to verify if chatbots can interpret tables accurately. 

Question 8.1.1 (Figure 6) was based on 
electrochemical reactions, and a beaker in which an 
aqueous silver nitrate solution was reacting with a 
copper strip was provided. Candidates were asked to 
provide one other observation apart from the color 
change of the solution to blue. All chatbots accurately 
identified the formation of a solid silver deposit on the 

 
Figure 4. Organic chemistry questions in question 4 at the understanding level (DBE, 2023) 

 
Figure 5. Rate and extent of reaction questions at the understanding (5.2) and applying level (5.3, 5.4, and 5.6) (DBE, 2023) 
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copper strip as the other observation. The chatbots 
needed to interpret the information in the diagram to 
answer the question accurately. Their ability to provide 
accurate responses could not ascertain if the chatbots 
could comprehend the chemistry information provided 
in diagrams. This is due to sufficient information 
provided in the question, which could enable the chatbot 
to provide accurate responses. Further research is 
required to confirm if chatbots can comprehend 
information in chemistry diagrams. 

From the responses generated by the chatbots, while 
they appear to face challenges in answering questions in 
organic chemistry, their responses in other chemistry 
sections were satisfactory at the understanding level of 
Bloom’s taxonomy. Severe limitations were noted in 
understanding the various kinds of formulae, such as 
structural formulae used in organic chemistry. This is 
reflected by the accuracy of the chatbots in the 
percentage of correct responses they obtained (Table 3). 
Gemini and Claude 3.5 Sonnet obtained 74%, while 
ChatGPT Plus obtained 35% correct responses at the 
understanding level. 

Applying 

 ChatGPT Plus and Gemini experienced considerable 
difficulties regarding questions that required applying 

chemical knowledge to novel situations, although 
Claude 3.5 Sonnet was more accurate. For example, in 
question 1.4, the chatbots were given a diagram in 
Figure 7. They were told that the mass of zinc was the 
same in both test tubes and that zinc was in excess. They 
were then asked to describe how the initial reaction rate 
and final volume of H2(g) produced in test tube Y 
compared with that in test tube X. 

The response from ChatGPT Plus was, as follows: 

Answer: C. Lower (in test tube Y); Equal (Zn 
lumps have a smaller surface area compared to Zn 
powder, resulting in a lower initial rate. However, 
the final volume of H₂ depends on the total 
amount of zinc reacting, which is equal.) 

While the response to the first part of the question is 
that the reaction rate is lower in test tube Y, and the given 
reason was sound, the second part was incorrect. The 
second part required an understanding of limiting 
reactants. As zinc was in excess, the amount of H2(g) 
produced depended on the amount of HCl(aq).  

Similarly, Gemini could correctly state that the initial 
reaction rate would be lower in Y, but it provided an 
incorrect response on the final volume of H2(g). This trend 
of failure to notice that the limiting reactant was HCl was 

 
Figure 6. Electrochemical reaction questions at the remembering (8.1.1) and analysis levels (8.2 and 8.4) (DBE, 2023) 

 
Figure 7. Multiple choice question assessing applying (DBE, 2023) 
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observed in the response from Claude, which was, as 
follows: 

The correct answer is C) Lower, Equal. With zinc 
lumps vs powder, the surface area is lower so the 
initial rate will be lower. But final H2 volume 
depends only on amount of zinc, which is equal. 

Question 5 was on the rate and extent of reaction (see 
Figure 5). The 1 mol.dm-3 of HCl(aq) was reacted with 
sodium thiosulphate at various concentrations. The time 
taken for the reaction was measured by the 
disappearance of an X on a white paper on which the 
flask with reactants was placed. In question 5.3, they 
were required to determine the value of P (see Figure 5). 
All chatbots were able to generate accurate responses to 
this question. ChatGPT Plus generated the following 
response: 

Concentration of Na2S2O3 = 30/50 × 0.13 = 0.078 
mol.dm-3. 

In question 5.4 (Figure 5), chatbots were informed 
that 0.21 g of sulfur was formed in run 1, and the cross 
disappeared. They were then required to calculate the 
average reaction rate with respect to sodium 
thiosulphate in g.s-1. Only ChatGPT Plus could generate 
an accurate and complete response to this question. It 
responded, as follows: 

Find the moles of sulfur formed: 

Moles of sulfur formed = mass of sulfur/molar 
mass of sulfur 

Moles of sulfur = 0.21/32.07 = 0.00654 mol 

Determine the moles of Na2S2O3 reacted: 

From the balanced equation, 1 mole of Na2S2O3 

reacts to produce 1 mole of sulfur 

Therefore, moles of Na2S2O3 reacted = 0.00654 mol 

Calculate the mass of Na2S2O3 reacted: 

Mass of Na2S2O3 = 0.00654 X 158.11 g.mol-1=1.03 g 

Calculate the average reaction rate: 

Average reaction rate = mass of Na2S2O3 
reacted/time 

Average reaction rate =1.03 g/20.4 s = 0.0505 g.s-1 

Question 5.5 (Figure 5) required chatbots to sketch a 
Maxwell-Boltzmann distribution curve for the reaction 
at 20 °C and another curve on the same set of axes for the 
same reaction at 35 °C. Gemini generated the curve in 
Figure 8. Figure 8 was just retrieved from a website, and 

the chatbot did not attempt to address the question. The 
response was deemed inaccurate. 

Claude 3.5 Sonnet did not attempt to draw the curves, 
implying that the chatbot cannot. However, instead, it 
offered the following attempt, which was regarded as 
partially correct: 

I would sketch two curves here, with curve B 
(35°C) shifted slightly to the right of curve A 
(20°C), having a lower peak but extending further 
along the x-axis. 

Similarly, ChatGPT did not attempt to draw the curve 
and offered the following response, also regarded as 
partially correct: 

A proper curve should show curve B shifted to the 
right and lower peak than curve A indicating 
more molecules with higher kinetic energy. 

The last sub-question, 5.6 in Figure 5, required 
chatbots to explain the effect of temperature on reaction 
rate. All chatbots offered complete and accurate answers 
to this question. For example, Gemini responded, as 
follows: 

According to the collision theory, for a reaction to 
occur, reactant particles must collide with 
sufficient energy (activation energy) and with the 
correct orientation. Increasing the temperature 
increases the average kinetic energy of the 
particles. This leads to a higher proportion of 
particles with enough energy to overcome the 
activation energy barrier, resulting in more 
frequent and successful collisions. Consequently, 
the reaction rate increases with an increase in 
temperature. 

It was observed that the chatbots displayed elaborate 
explanations of key chemistry concepts in questions 
such as 5.6. Some chatbots, such as ChatGPT Plus, could 
offer accurate responses to questions requiring 
calculations, such as question 5.4. Notable limitations 

 
Figure 8. Gemini’s answer to question 5.5 (Source: Authors’ 
own elaboration, using Google Gemini) 
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were observed with all the chatbots responding to 
questions requiring drawing graphs, such as in question 
5.5. It appears that chatbots cannot completely 
understand the information provided in tables and 
figures, leading to the inability to offer accurate 
responses. This led to the chatbots obtaining much lower 
accuracy, as indicated in Table 3, where Gemini had 
40%, ChatGPT 35% and Claude 3.5 Sonnet 51%. 

Analyzing 

Questions at the analyzing level in Bloom’s taxonomy 
proved challenging for the chatbots. To reflect on the 
challenges and how the chatbot attempted to answer 
these questions, questions 6.3.1, 6.6, 8.2, 8.4, and 9.5 were 
used. Question 6 was based on chemical equilibrium 
(Figure 9). Chatbots were given a hypothetical reaction 
that reached equilibrium in a 4 dm3 closed container at 
150 °C. 

In question 6.3, the chatbots were informed that a 
change was made to the equilibrium mixture at t = 80 s. 
They were then asked to state the change that was made. 
Claude 3.5 Sonnet generated the following response: 

The change made was the addition of A2(g) to the 
system. 

This was the accurate response required. Gemini and 
ChatGPT Plus could not generate accurate responses, 
providing evidence that they could not analyze and 
understand the information in the diagram. 

In question 6.6 (Figure 9), the chatbots were asked to 
describe the changes observed in the graph between t = 
0 s and t = 60 s if the reaction occurred in the presence of 
a catalyst at the same temperature. All chatbots 
generated accurate and elaborate responses. For 
example, Gemini generated the following response: 

A catalyst increases the rate of both the forward 
and reverse reactions without affecting the 

equilibrium position. Therefore, the graph will 
show that the system reaches equilibrium faster 
than without the catalyst. The shape of the curves 
representing the concentrations of A2, B2, and AB 
will remain the same, but they will reach their 
equilibrium values sooner. 

While this may suggest that the chatbots have some 
understanding of the information provided in diagrams 
such as graphs, it does not confirm this ability, as they 
could have inferred this understanding from the 
wording of the questions. 

In question 8.4, shown in Figure 6, based on galvanic 
cells in electrochemical reactions, the chatbots were 
provided with a galvanic cell diagram with copper and 
silver strips as electrodes. The question informed them 
that the salt bridge contained potassium nitrate KNO3(aq). 
The question required them to identify the ion in the salt 
bridge that would migrate into the silver ion solution. 

All three chatbots failed to generate the correct 
response. For example, ChatGPT Plus generated the 
following response: 

NO₃⁻ (aq) moves to maintain charge balance as 
Ag⁺ ions are reduced. 

The silver ions would be reduced in the silver 
electrode, which was correctly stated. ChatGPT Plus 
could not understand that when silver ions are removed 
from the solution due to the reduction reaction, there 
would be a negative charge build-up, requiring K+ ions 
from the salt bridge to maintain electrical neutrality. 

Although the chatbots could accurately answer some 
questions (e.g., question 6.6), it was evident that they 
were not yet adept at providing accurate solutions for 
questions in higher order thinking skills such as 
analyzing. Claude 3.5 Sonnet was the only chatbot that 
obtained more than half of the marks at the analyzing 
level of Bloom’s taxonomy, with the other chatbots 
getting less than half, as shown in Table 3. 

 
Figure 9. Questions on the analyzing level in Bloom’s taxonomy in question 6 (DBE, 2023) 
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Evaluating and Creating 

Based on chemical equilibrium, one sub-question in 
question 6.5 was classified under evaluating, and the 
other sub-question under creating. These questions were 
6.5.1 (creating) and 6.5.2 (evaluating). These questions 
are shown in Figure 9. Question 6.5 stated that for the 
reaction depicted in Figure 9, the temperature was 
decreased from 150 °C to 100 °C at time t = 130 s. 
Question 6.3.1 required the chatbots to draw a potential 
energy diagram for the reaction. All three chatbots could 
not draw the required graph, which provided further 
evidence that they currently do not have this ability. 
ChatGPT and Claude offered descriptive explanations, 
but Gemini failed completely. The responses from the 
chatbots were, as follows: 

I would draw a diagram showing reactants on the 
left, products on the right, with an activation 
energy hump in between. The products would be 
slightly higher in energy than the reactants, 
indicating an endothermic reaction (Claude). 

The diagram should show reactants, activation 
energy, and products with appropriate labels 
(ChatGPT Plus). 

To draw a potential energy diagram, we need 
information about the activation energy of the 
forward and reverse reactions. The information is 
not provided in the question (Gemini). 

The response generated by Claude was the only 
accurate response but was considered partially correct as 
it could not draw the diagram. The other responses were 
inaccurate. Question 6.5.2 required the chatbots to 
evaluate whether the equilibrium constant, Kc at 100 °C, 
would be greater than, less than or equal to the Kc at 150 
°C and to explain the answer (Figure 8). The responses 
generated by the chatbots were, as follows: 

Kc at 100°C will be LESS THAN Kc at 150°C. 
Explanation: The forward reaction is endothermic 
(products higher energy than reactants). 
Decreasing temperature favors the exothermic 
reaction (reverse in this case), shifting the 
equilibrium towards reactants and decreasing Kc, 
(Claude). 

Note: To determine the effect of temperature on 
Kc, we need to know whether the reaction is 
exothermic or endothermic. Please indicate 
whether the reaction is exothermic or 
endothermic. Once we know this, we can apply Le 
Chatelier’s principle to determine the effect of 
temperature on Kc (Gemini). 

Greater than if the reaction is exothermic, as 
decreasing temperature favors the formation of 
products (ChatGPT). 

As seen from the three responses above, only Claude 
could answer the question accurately. Evaluating and 
creating are higher-order thinking skills. The responses 
from the three chatbots seem to suggest that Claude was 
a more versatile application that had some ability to 
respond accurately to chemistry questions at the high 
levels of Bloom’s taxonomy of educational objectives. 
Gemini and ChatGPT Plus could not perform at the same 
level as Claude. 

DISCUSSION 

The outcomes of this study are consistent with the 
results from other scientific research areas. The study has 
provided empirical evidence that while the investigated 
chatbots could satisfactorily answer questions at the 
remembering level in chemistry, they struggled to 
answer higher-order questions. In this study, Claude 3.5 
Sonnet had an overall mark of 65%, followed by Gemini 
with a mark of 51%, and ChatGPT Plus could only obtain 
47%. Antaki et al. (2023) investigated ChatGPT Legacy 
and ChatGPT Plus’s performance in answering exam 
questions in ophthalmology. Their findings were that 
the ChatGPT Plus performed better than the legacy 
model. ChatGPT Plus generated 59.4% correct responses 
in the basic and clinical science course, while the legacy 
model obtained 55.8% correct responses. In the section 
on ophtho-questions, the legacy model achieved 49.2%, 
while ChatGPT Plus obtained 55.8% correct responses. 
Both models of ChatGPT performed better in questions 
requiring low-order thinking and had lower 
performance in questions requiring higher-order 
thinking, similar to what was observed in this study. 
Similarly, Kung et al. (2023) evaluated ChatGPT’s 
performance in a USA medical examination and found it 
to perform at 60% accuracy with good comprehension 
and valid reasoning on clinical matters. 

The finding that ChatGPT defines chemical concepts 
accurately aligns with the research by Leite (2024), who 
found that chatbots such as ChatGPT provide 
comprehensive explanations of chemical concepts. This 
is likely due to their extensive training on publicly 
available data. Our study further revealed difficulties the 
investigated chatbots encountered for chemical 
problems requiring comprehension and application. 
Some studies have also demonstrated that ChatGPT 
cannot respond satisfactorily to chemical problems 
requiring understanding and application (Daher et al., 
2023; Fergus et al., 2023; Yik & Dood, 2024). This finding 
implies that learners dependent on these chatbots should 
use the chatbots sparingly or alternatively use them 
together with traditional sources of information and 
must always check the accuracy of responses provided 
by the chatbots. While Yik and Dood (2024) noted that 
only a quarter of explanations of reaction mechanisms by 
ChatGPT were accurate and convincingly achieved, they 
also observed that the responses of inaccurate 
explanations could be improved through enhanced 
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prompt engineering. This suggests that learners using 
ChatGPT and other LLMs should have prompt 
engineering skills and can use these skills to improve the 
accuracy of the responses generated by the chatbots. 

In the section on organic chemistry, the language 
models were found to have considerable difficulties in 
naming organic molecules, given structural formulae or 
drawing structural formulae, and analyzing these 
structures. This finding aligns with Hallal et al. (2023), 
whose study revealed that ChatGPT had problems with 
IUPAC naming organic compounds and converting 
between various kinds of organic structural formulae. 
Therefore, learners cannot depend on responses 
generated by the chatbots when studying organic 
chemistry problems. 

Limitations of the Study 

While the study provided empirical evidence of the 
current performance of the three chatbots in their ability 
to generate accurate responses to the grade 12 final 
examination chemistry paper in South Africa, it had 
some limitations worth noting. Firstly, only one 
examination paper was used as the research instrument 
to conduct an in-depth qualitative data analysis. 
Providing the three chatbots with a different chemistry 
paper from the same examination board may result in 
different results. Secondly, the results only apply to the 
chatbots’ performance during the research period when 
the study was done. The chatbots are undergoing 
continuous improvement, and these results may not 
apply in the future. No attempt was made to enhance 
prompt engineering, which could have resulted in 
different results. Learners using the chatbots to revise 
their work may use prompt engineering to obtain more 
accurate results. 

CONCLUSIONS AND IMPLICATIONS  

The findings of this study showed that the three 
chatbots investigated could satisfactorily generate 
accurate responses at the lower-order thinking level of 
remembering in Bloom’s taxonomy. Beyond 
remembering, the chatbots could not generate accurate 
responses to the examination questions in most of the 
questions. This trend compares favorably with recent 
studies that showed that chatbots obtain slightly above 
50% in most exams in science-related fields. These 
results suggest that grade 12 learners cannot rely on 
these chatbots to revise more challenging questions. It is 
also possible that reliance on these chatbots can transmit 
misconceptions, which can become hard to overcome. A 
more practical guideline is that when candidates prepare 
for examinations, they can only use these chatbots in 
conjunction with traditional sources of information such 
as textbooks, and they would need to verify any answers 
generated by these chatbots. The chatbots are useful 
when candidates wish to verify facts based on low-order 

thinking skills such as basic facts or definitions. Learners 
should develop critical thinking skills to benefit from the 
chatbots as they need to evaluate their responses. 
Meaningful learning is likely to occur if learners use 
critical thinking skills and avoid regarding the responses 
from the chatbots as being absolutely accurate. 
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